Efficient class of iterative schemes with memory for solving nonlinear problems *
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Iterative methods are widely used for solving nonlinear problems that arise from the modeling of real processes. These nonlinear problems can be one or multidimensional, but they are described by a nonlinear function \( F : \mathbb{R}^n \to \mathbb{R}^n \), being \( n \geq 1 \). The most used method for approximating the roots of \( F(x) = 0 \) is Newton’s scheme, whose iterative expression is

\[
x^{(k+1)} = x^{(k)} - [F'(x^{(k)})]^{-1} F(x^{(k)}), \quad k \geq 0,
\]

where \( F'(x^{(k)}) \) denotes the Jacobian matrix associated to the nonlinear function \( F \) at iterate \( x^{(k)} \).

This general use is due to its simplicity and economy of operations and functional evaluations. However, in last years some multi-step methods have been designed increasing the efficiency of Newton’s procedure in these aspects, see for example [3–5,9] and the references therein. In [1], the authors designed the most efficient method for solving nonlinear systems, as per our knowledge, in terms of computational efficiency, as it reaches fifth-order of convergence with one evaluation of the associated Jacobian matrix, three functional evaluations and only one inverse operator. This scheme can also be found as a particular element of a parametric family, denoted by M4, whose stability is analyzed in [2]. This class is the starting point of the present work.

\[
y^{(k)} = x^{(k)} - [F'(x^{(k)})]^{-1} F(x^{(k)}),
\]

\[
z^{(k)} = y^{(k)} - \frac{1}{\beta} [F'(x^{(k)})]^{-1} F(y^{(k)}),
\]

\[
x^{(k+1)} = z^{(k)} - [F'(x^{(k)})]^{-1} \left( 2 - \frac{1}{\beta} - \beta \right) F(y^{(k)}) + \beta F(z^{(k)})
\]

In recent years, several multi-step iterative methods with memory have been developed. This kind of iterative methods uses information from the current and previous iterations and can increase
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the convergence order and the computational efficiency of the multi-step iterative methods without memory with no additional functional evaluations. The increasing in the order of convergence is based on one or more accelerating parameters which appear in a factor of the error equation of the method without memory. For a background study regarding the acceleration of convergence order via with memorization, one should see e.g. [6,7].

Only very recently, some iterative schemes with memory for solving nonlinear systems have been designed (see [8]). Our main aim is to introduce some accelerating parameters in the iterative expressions such that, holding the order of convergence of M4, the final error equation allows us to accelerate the order of convergence by using functional evaluations of previous iterates. The obtained results show that, not only the order of convergence is increased but also its efficiency is improved, as no new functional evaluation is added. Moreover, the "memorizing" process is made without eliminating the Jacobian matrices in the iterative expressions. This fact yields in a better stability and greater sets of feasible starting points.
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